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EXECUTIVE SUMMARY

The output of this deliverable are the research prototypes that were developed to be feddrankto the stable
of the Execution Environment and Allocation Environment, as soon as they reach the fheded maturity
development is based on a selection of the discussed and presented blueprints in Detieerable D3.3.
prototypes deal with interesting repeabbbm that appear in the context of BPaaS mariblggrasat.

covering the modelling of BPaaS bundidisctivery and supportive mapping of sehgcemponent
orchestration at the PaaS level and the synefgigecrBSaaS monitoring andatap

This report: (1) provides a problem statement and a running example to exemplify the needs and solutions
research related to BBaaSExecution and Allocation Environn@nexplains the BPaaS modelling
approaches towards Aaugl clod support and BPaaS adaptation rule specification, (3) analyses the (BPaaS)
allocation research towards smart service discovery and composition as well as a supportive deployr
modellingased on DMN, adAjll€xplicates the 4ime management suppat BPaaS with respect to-multi

level deployment and provisioning as well-esyeraasnitoring and adaptation.

The CAMEL cleddmain language was enhanced to surpass-tiths@teand satisfy the requirements

from the use caseshaf projecto this end, it was extended with the capability to model PaaS services and to
include them in the description olayes¢BPaa&pplication) deployment [@angell as specify advanced
adaptation rules with sophisticated composite adaptatistraitgies. Furthermore, an extensive SLA
support in terms of an @\dxtension has been realised.

The Smart Service Discovery and Compaosition prototype enables precisely and semantically discovering se
based on both the functional arfimainal aspects as well as to compose them according to-global non
functional user requirements (e.g., cost, QoS, and security). For service composition, a sophisticated se
selection algorithm has been proposed which is able to cover simulttretass doudhSaaS level. The
DMNbased CAMEL description approach aims at supporting the definition of mappings between the sev
levels of the BPaaS life cycle, such as business plan, workflow or executable workflow.

The aforementioned CAMEL exteastorisrrently being realised in the prototypes for PaaS orchestration and
crosdayer monitoring and adaptation and will be reflected in the Cloud Provider Engine and multiple o
components of the Execution Environment, including the Monitotatpariehgohep

The stable as well as the research version of thespmqigrly available free for download from the
CloudSocket webpagmudsocket.eu/downjoddhe Cloudiator application is constantly merged with the
stable branch to provide best possible btahilewly integrated feataresn amxperimental staféhe

other described prototypes will be released under the specified licerntsenf each par
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1 INTRODUCTION AND BEEMSTATEMENT

Thisdeliverablentroduces the reseacontribution for the Allocation and Execution Environment in form of
selectedprototype implementationthefllocation and Execution Environment Blueprints of D3.3 [1]. As
highlighted in D3.3 the blueprints are categorized in BPaaS Modellikgviitiooadianand Execution
Environment blueprints and heneaalysegrototypes of this deliverable follow the same structure.

1.1 Project ContexdndBlueprint selection

The BPaaS Allocation and Execution Environment prototypes present thisagohni¢aheegespective
Blueprints dfeliverablB3.3 in order to showcase their technical feasibility and the actual enhancement to th
CloudSocket platform. As descriletivierablB3.3, each of the thbkespmtcategories contains multiple
research assethpugot all assets will be implemented as prototypes. Therefore, in cooperation with WP4
selection of prototypessagreed on for eadheprint category. The selestisdriven by novelty from the

WHRB perspective and digéunctional benefits from WP4 perspective.

The selected prototypes focus on extension of the BPaaS deployment and orchestration capabilities by inc
the PaaS level witthePaaS Orchestratfmototype in tB#aa3xecutio Environment. This extension also

affects the BPaaS Modellinhe@AMEL level and the BPaaS bundle creatiddPaat®dlocation and

Execution Environmsent

The BPaaSAllocation Environment prototypes target the ease of creating the techmicalleBPaaS
specification by applying the protaif/@aesartService Discovery and CompoaitthDMNo-CAMEL

Mapping

AdditiondPaa3xecution Environment prototypeshefysistic monitoring and adaptatiossll cloud
service level$érom thenfrastructure to the workflow velpplying tiynergic Crossyer Monitoring
Framewornd th&ynergic Crosayer Adaptation Framework

Figurel shows thhighlevel architecture of the CloudSocket platform and highlights the components, which ar
enhanced with research prototypes. The yellow boxes refer to the BPaaS Medelivgrptmiyes to
the Allocation Environment prototypes and the green boxes the Execution Environment prototypes.

As this deliverable focuses on the technical realisation of tipeosathgoéafbr each prototype a brief
feature description viithintegrationtanthe existing environmenttantenefits for the CloudSocket platform
is provided.

In order to ease the technical details for each ,pantaighitectural overview is provided, containing the
internal components and the exphtétidddes to isking environment componéhis.also includes a setup
guide, explaining all technical requirements and configuration steps.

In additigrior each prototype a future work section provides an overview of possible enhancements in the sc
of WP4, if the prototype is going to be integrated into the productich environment

1The Aproduction envi rteCloockettosliits, that remaina ih & stablé statetTheset | at i
willfurther be elaborated in T4.5.
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BPaa$S Design Environment

BPaaS Findings:

BPaa$S Evaluation Environment

Web-Modeller ‘ Process Simulation vs. Hybrid Business-Dashboard
a Process Monitor A
o Hybrid Modeller Conceptual Analytics 1
3 (Business Process, Workflow, ()( Engine Semantic
§ KPI, Deployment Requirements) Process Mining Repository
-_..—2 Semantic Meta Engine
5 Alignment Model T
% Kernel Kernel < BPaaS Monitoring:
2 e BPaaS Meta Data Semantically lifted log data
- BPaas Model Business Meta Daa
b Repository BPaaS Execution Environment
k4
w
API » | Web-Workspace
& |
esign Package ‘9/ BPaaS Middleware
Workflows, List of services, High level BPaas - .
deployment requirements Learning and 8 Workflow Engine 0
LifeCvel & SLA Manager || Adaptation £ o
BPaa$ Allocation Env. lrel.ycle g- Engine S £|
e £
Bundle Instantiator N = o w
:Paaf ;u':\?lek'ﬂ E ‘ Process Data Mediator ‘ =
Xecutable Workriow
Bundle Designer Model e = =
: : Workflow allocation g ” Cloud Provider Engine |
Allocation editor o
KP| & SLA editor A|t|omif' Services Cloud Services
allocation
’ Pricing editor | Software Comp. alloc. e Cloud
KPI and SLA & Pricing G omponen
e e
Draft Bundle DevOps BPaas
i Repository :l: Automation Deployment Stack

Figurel Context to the architecture of the CloudSocket platform

The presented blueprints are also correlated to those presenféd ThiDBdrticularly applies for the
Adaptation, Monitoring and Cloud Provider Engines from which respective information is harvested for
analysis purposes[iih More details about the respective blueprints for the BPaaS Evaluation Environmen
researia prototype can be four[d]jmwhile specific information about the input required for the latter research
prototypes proper functioning can also be four{d]in D3.3

1.2 Running example

In order to ease the understanding of the research protdtgpeserCloudSocket solutiengse the

ChristmasCr d De s i g n e Sending Clristrocas Gredlingsh ln i rie sasarupnmgpexanpls [ 2 ]
to demonstrate the respective prototype fdatures. compl et e business proce
Greetingso is shown in Figure 2, where the
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Upload an individual

individual image | Image of the .
o~ :
EI\ - Upload text for the
\ / tings card
4 gree

Reuu;sl for Isa pri‘diﬁnld
se image or an own

nding
christmas image used?
gree_|ings » Select picture from
amived predefined image | BYellable images
Sending

christmas

greetings

with email Upload recipents
list in a predefined

format

4 Select preferred time
—_— \ ——=| it for sending the Sendiehilteg
\ Yes christmas card greetings with email

Is a preferred time T

Card Designer

CRM

—

Email

slot chasen?

L

No

Figure2 - Sending Christmas Greetings Business Process

As theChristmasCardDesigaex software component and hence orchestrated via the Cloud Provider Engine,
a set of technical requirements have to be ensured to run fhexispicadighe ChristmasCardDesigner

service is a Java based servlet, running inside a Java 8pplieatidaence, this service fits as an example

for a software component deployed on laaS &r $sapBfied example set of technical requirements on laaS
and Paas level is showkignre3, including the underlying resources and the actual software stack to run the
service.

ChristmasCardDesginer [ ChristmasCardDesginer ]

Tomcat [ Tomcat ]

( |
( |
=~ )
( )
| |

0s

Cores | [ Mem | [ pisk

Cores Mem

laa$S PaaS

Figure3- laaS/Paagquirement$or the ChristmasCardDgisér

With further elaboration, we also show that such a component is also amenable for being adapted accordi
different scenarios based on the respective broker requirements posed.

1.3 Structure

The prototypes for BPaaS modelling are described in Sestmomnihrises the CAMEL and theQOWL
extensions. Section 3 contain the prototypes concerning the AllocationiEntrieor8ment, Service
Discovery and i@position, and the DIdgNAMEImappingPrototypes for the Execution Environment that
were developed for the dessd management of cloud applichiigmguntime are describediction 4.
Section 5 concludes this deliverable with a sumansupalgdf nefature wortdtirections
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2 BPAASMIODELLING PROTOTSPE

The prototypes concerning the BPaaS macdelliegvardcross all Environments of CloudSocket (see
Figured), since thepscified models are used throughout most of the compnodelier describes a
certain servicavhich is later enriched with annotatiorssethisto used in the adaptation phase, and
subsequernh the execution phase. This section introduceg) maoatetiyqpes concerning the definition of
cloud applications on different cloud layers etmalitaibin terms of adaptaiiencertain context run

time

~35

BPaaS Design Environment BPaa$S Evaluation Environment
BPaa$ Findings: - -
Web-Modeller | cings: Hybrid Business-Dashboard
i Process Simulation vs.
2 Hybrid Modeller Process Monitor Conceptual Analytics
=] (Business Process, Workflow, ~ Engine .
= KPI, Deployment Requirements) (_/< g Sema'ntlc
% Process Mining Repository
g S?mantlc Meta | Engine
° Alignment Model E
= Kernel Kernel
QU
o
il
=
4
7]
£
('8 ]

BPaaS Meta Data BPaaS Monitoring:
BPaas Model Business Meta Data Semantically lifted log data
Repository )6) \

asS Execution Environment
API
» | Web-Workspace
- 4
BPaa$S Design Package: ( BPaaS Middleware
Business Process & Workflow (BPMN),
Deployment Rule (DMN), KPIs (OWL-Q), BPaaS - /Workflow Engine
Semantics (RDF) Learning and 3 . . 2
) 5 A Engine Adaptation = @
BPaaS Allocation Env. £ =3 Engine S £
. g L~ e o
| Bundle Instantiator | Bl | = '// - § —
Workf ’(* | Process Data Mediator ‘
Bundle Designer adaption rules, © = =
: i Services allocation, 2 \ Cloud Provider Engine l
| Allocation editor l Software Component
KPI & SLA editor allocation ;
| | KPI and SLA & Pricing Cloud services
proprietary format) G Componen
Bundle . DevOps BPaaS
Repository i :l: Automation Deployment Stack

Figure4 o Affected components by the BPaaS modelling prototypes.

2.1 PaaS/SaaS support of CAMEL

The cloud computing stack comprises currently threesmaaSlePalaS and SaaS. Two of them, namely

laaS and SaaS, have been already accommodated in the previous versions of CAMEL. However, PaaS gq
significant momentdately due to the advantages that itsarsadte to focus on the development and
provisioning of the core application functionality without requiring to deal with any information regardinc
underlying infrastructure. To this ealdptmable expiting this cloud service type, a PaaS extension in
CAMEL was designed and implemented. This extension was a result from the study that was performed |
context of the previous deliverable, D3.3, as well as the review evkhdzet siatk theorresponding
metamodels anmodellinanguages that have been proposed.

The PaaS CAMEL extension was based on the following principles:
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(a) same modleng style should be preserved,

(b) backward compatibility with respect to previous CAMEL versionguahantieedeas much as

possible.

These principles reduce the learning curve of the modeller while they map to the least possible changes i
implementation code of the system exploiting CAMEL with respect to the previous modelling features o
langage. As such, the code developer can focus mainly on extending the code to exploélthednew PaaS

modelling feature of CAMEL.

The PaaS CAMEL extension focuses on the following aspects:

(a) description of requirements on PaaS services;
(b) description of Paypes anthstances mapping to certain PaaS capabilities;
(c) capabilities to configure the lifecycle of a component via a PaaS API.

Inline to this extension, the component description in CAMEL was slightly improved to enable incorpor
accordingly the main PaaS notions as well as mapping to the respective components that can be covered
PaaS. In the following, we describetdmsi@xs made according to the above aspects and respective

component enrichment. The class diagram which depicts this extensibigigg&hown in

Q ScriptConfiguration

= installCommand : EString
o startCommand : EString
= downloadCommand : EString

= configureCommand : EString
= stopCommand : EString

= uploadCommand : EString
= devopsTool : EString

= 05 : EString

[0..1] requiredHostConfiguration

H internalComponent

= min'ersion : EString

= minYersionincluded : EBoclean = false

= maxVersion : EString

= maxVersionincluded : EBoolean = false

F type : InternalComponentType = APPLICATION_COMPONENT
@ contains(ic InternalCompanent, rc InternalComponent) : EBoolean

H configuration

B Ppaasconfiguration|

= api:EString

= version : EString
= endpoint : EString
= download : EString

]

[0..1] providedHostConfiguration
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Figure5 - The deployment metiaodel class diagram focusing on the PaaS extension
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To incorporate the inclusion of main PaaS notions and still follcimsttrecetypattern, the
ExternalComponemtd ExternalComponentinstariasses (see also SaaS extension in D3.3) where sub
classed with respective Ralfied classes, nanfeaSandPaaSinstancé&his is due to the fact that a

PaaS is considered as an external component with respect to the actual user appdicalibitedvttch is
provide hosting and runtime capafihigesctual software that is deployed on a SaaS component is again an
internal component as it is part of the applioatoiuce the modelling effort to the minimum, for each new
PaaSrelated classhe least possible information to characterise it has been Jgeaededildly to the

VMclass, is related to a set of platform and infrastructure requiremenPaaBiRexlimementSdtich

need to be satisfied and acts as a placehald@a&#8 component that provides a hosting port via which other
components can be actually generated and hosted. This means that, e.g., DB and servlet container compa
could be hosted by that component, where such a hosting maps to respeofivetgnoplates that can

be instantiated and run in the Cloud which relate to the actual components needed by the user applicatior
such components, configuration information is nghrteedeehse of running schipteder to install and

runthe components PaaS should be able to cater for this, provided that the respective needed componel
information is specified in CAMEL. More details about this will be supplied later on when the notion
PaaSInstanig analysed.

We should also hidftligere that we have also included a modification to the ProviderRequirement which i
included in the hardware requiremeiiMiRequirementsef aPaaSRequirementSEhis modification

relates to the capability to either specify a concrete sptafiddoado be used for the laaS/PaaS selection

& respective hosting or an indication about the type of the cloud (provider) (i.e., private or public). In both c
we actually reflect a selection over either PaaS and/or laaS services depemdirigeofileployment (and

other types of) requirements of the corresponding application. The type of a cloud provider is specifie
explicating the respective member of a newly introduced enumePatividedligib the requirement
package/stbSL

The PaaSRequirementShbuld be used in an equivalent way as in the\Wd&eaqiirementsSet

particular, a glol#daSRequirement8ah be posed at the deployment model level that will hold for all the
Paa®s that are defined in this modeloworer (locaPaaSRequirement8ah be linked toPaaSto

specify local PaaS requirementsreBptinemenypes (la and globatan be exploited in conjunction or

even independently. PRaSRequirementSist associated to an acttaaSRequiremerind a
laaSRequirement8eteflect that it represents bothrmlatf infrastructenadated requirements. The former
places requirements on the actual PaaS charactérilticthe lattepn the corresponding laaS
characteristics which can be exploited and offered under this PaaS.

Various PaaS characteristics have been modelled, basically inspired by the selection criteria in paasfinde
These criteria include:

(a) theplatformTypewhee we can basically see that most of the PaaS expglperEiét or
CloudFoundry

(b) theruntimeTypewhere a vast variety of runtimes has been considerelhvsuemd&obol

(c) theframeworkTypesich adava EE orPlay

(d) thescalingTypeashere ffierent types of scaling can be supportetafioat (either horizontal or
vertical) tautomatic

(e) thepricingTypesghich could Imeetered , fixed orfree

() the statusTypeexplicating the status of the respective APl offered in terms of either being in
production  orinalpha orbeta versions arfthally

(9) the uploadTypewhich cover the way uploading can be supported, gitcludimayen or
gradle
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The multiplicity of all these properties is from 0 to * indicating that the modeller can skip one criterion or pr
multiple values for it. However, the semantics can be different depending on the respective attribute at t
Multiple values for aitab lik@ricingTypaseans that the modeller imposes a disjunctive constraint on these
values. On the other hand, for attributastiike Typethe semantics is that all respective values should be
covered (conjunctive constraint).

Before enteringtdiés about the instance level, we need to highlightténaiati@»mponerds modified to

include a new enumerated attributetgpdiedhich provides insight about the actual kind of the component.
The following members of HmernalComponentTypaumeration are envisioned for now: DB,
MESSAGE_QUEUE, LOAD_BALANCER, WORKFLOW_ENGINE, SERVLET_CONTAINER, SERVLET
APPLICATION_COMPONENT. The first five members map to respective services offered by a PaaS. Ir
sense, internal application componihtsuch types could be hosted by a PaaS. The SERVLET member
maps to thimternalServiceCompougkss as it indicates an internal software component offered as a service.
In this sense, instances of the latter class will have their type fix&T tdnSE&R¥Lthat an internal
component does not map to the first six types, then it is considered as a normal software component v
should be just installed and run, without actually being offered as a service. Inyfieafcageh the
componerghould be APPLICATION_COMPONENT, which also represents the default enumeration value
thetypeattribute.

InternalComponemas also extended to incorporate versioning information. In particular, we now allow t
indicate what is the minimum and maseénsion of a component. Such information is not needed in case of
normal application components (i.e., mapping to the APPLICATION_COMPONENT type). However, in ca
components covered by a PaaS, we need to have the name and the version rangenémt.that co
Otherwise, we would not be able to find and select the respective service capability provided by the PaaS
selected. As such, this name and versioning information is considered as a kind of software requirement ov
respective PaaS calighithus influencing the selection of aWdkESname information is already covered

by theComponentlass, versioning information for components was captured via the introduction of the
InternalComponentRequireniass in the requirement packB@ABIEL. An internal component is also
associated to 0 or 1 instances of this class to enable mapping it to its respective versioning requirement.
class, part from capturing the actual range limits of the componéntiuvdesiomo,Boolean athiites

which explicate whether these limits should be included or not. This enables us to perform a more precise s
over the PaaS capabilities. Letwigravide a concrete example for this extension. For instance, in case of a
Tomcat servlet container, it is important to know the name of the component (i.e., Tomcat) and the respe
range needed by the user, such as [6.0,7.0). This can allow aadsehatthe.g., the Anynines2PaaS

which enables exploiting a tomcat container with a version between 6.0.* and 7.0.*.

Entering now the instance leRalaginstancepresents a certain instance of a PaaS that maps to a particular
PaaS providerhe latter mapping is established by referring to the respective feature of the CAMEL provic
model of this provider. MoreoRaadinstangs also characterised lrggistryl@o enable the respective
environment or component exploiting the CAMEQ ratstbve information about the respective PaaS from

the corresponding entry in the Registry.

The special types of components that need to be hosted by a PaaS should be properly configured. Howeve
must not be performed at the type levaehehiespective software requirement has been provided. It can only
be applied at the instance level, when the most suitable PaaS has been selected that fulfils all the deploy
requirements set. However, when specifffagShestancé cannot be elitly related to the component
instances that it should offer. This is only performedstiagi@stanctass. Thus, based on this analysis,

the latter class seems to be the most suitable place to enforce the mapping between the needed compc

2European Cloud Foundry Platitps.//paas.anynines.com/
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(ingance) and the respective PaaS capability. To preserve CAMEL modelling style as well as guarar
backwards compatibility, it was decidecctassulhdiostinglnstanctass with tHeaaSHostinglnstance

one. Nowhe latter class includes an assot@tiom respective PaaS feature and an atliifgair that

reflects the concrete desired capability. For instance, by continuing the example of the serviet contas
component and supposing that this component has one instance to be hodigd PpaS @sgance, a
PaaSHostinginstamed be created that will refer to the component instance's required hosting port and thi
PaaS instance's provided hosting poRa&Bidostinginstarveeuld map to the "Tomcat" feature (which

would be a sdibaure in the feature hierarchy of the PaaS feature) in the respective provider model of th
provider offering the PaaS (instance) as wellvassioratiribute imposing the value of "6.5". In this sense,

the hosting instance will denote in the ¢hed BadS instance should host a tomcat component with 6.5 as its
version.

The last modification in CAMEL for the PaaS extension concerns updating the configuration of the lifecy
internal components to exploit additional possibilities wihicltheonse @fevOpsools as well as PaaS

APIs. The extensioalignedvith the PaaS extension proposal in D3.3 but slightly maodifies it by relying on the
following assumptions:

(a) DevOpgools allow to install modules onto the local systemefuitestii have configuration
commands in place;

(b) the PaaS APIs are heterogeneous and usually require an -basednddstription of the
application/component and the environment.

As such, we came up with the decision to:

(a) not explicitly mo@mvOpsonfigurations as classes as they are just special instandessefiscript
configuration. To this end, we have created one class Sanp@adiguratiaich includes
references to all possible lifecycle commands as well as to the respekioret@s donfiguration
can be applied. To also cat®@deDpbased configurations, an additional field was incorporated in
the same class to denote the nameébafviBpsool to be exploited;

(b) thePaaSConfiguratisnmodelled separately, thus requiring also to create a common super class for
PaaS and scHpased configuration cdlledfiguratiofhis means that the previous version of the
Configuratiariass becomé&sriptConfiguratiand a new (abstract) ciaggenerated with the same
name that does not incorporate any special information. The actuBae&@@enfigdraticn
platform independent. As such, we abstract away from information that could -Bpede platform
configuration directivegltiepends on the actual API being offered by the PaaS provider.

To be as generic as possible, the only information that has been covered for a PaaS configuration is
following:

(i) the actual API as a String to be exploited,

(ii) the version of this API,

(iii) the endpoint of the API, if it is external to the actual running platform, and

(iv) the download command for the application and environment models which should conform to the AP
specific metaodel.

Apart from the first attrilwitéch is obligatory, ttet age considered optional. This is especially true for the

last one as we can also consider that the respective provisioning platform that should exploit the CAMEL mc
should be able to derive a respectigpePic model for the components andraeuis concerned out of

it. As such, we avoid enforcing modellers to perform similar modelling tasks twice but allow them to concent
on and finalise the deployment model of their application.
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2.1.1 Example

By relying on the walbwn Christmas Card BPaaSase, we ngmovidex specific example of how the
respective CAMEL model could be specified. Suppose that the Card Designer component needs to be dep
over a (public) PaaS which needs to support the CloudFoundry Paa$S platfodrasediangteged he

Card Designer is a jhaaed application component that needs to be hosted as a service by a respective
servlet container, like Tomcat. In addition, due to major location constraints of the customers of the broke
BPaaS should be deplogdelirope. By considering the current capabilities of the existing PaaS providers, the
respective PaaS which best satisfies the user requirements could be found via employing a PaaS discc
service. Such a service could take the form of a PaaScesmtigealtjerithm (a potential extension of the
algorithm proposed in Se@&ti@nor an external PaaS search engine, like paasify.it. In any case, the set of
required features for the respective BPaaS could lead to the situation where a few or even one PaaS se
could be exploited, namely the Atos Cloud Foundry. In this case, the respective CAMEL model would te
particular formvhich is shortly analyisethe following while a detailed description of the model in XMI form is
provided in the appendix of this deliverable.

By considering the original-baa&d deployment model for the Card Designer component, some specific
differences can be observed:

(a) Nav the deployment model comprises two components, instead of one, as the tomcat container (v
type SERVLET_CONTAINER) is also explicitly designated to be offered by the respective PaaS serv
(b) TheTomcat container is hosted by the selected Paa® atiimltiCard Designer component is
hosted in turn by this container.
(c) A Paa®ased configuration is given for the corresponding Card Designer component.
(d) The PaaS node/type in the CAMEL deployment model is associated to a respective set of requireme
These requirements include:
i. a PaaS requirement which involves PRODUGT&RIS Tagfr the PaaS, METERED as
itspricingTyp&loudFoundryitsplatformType, and JavasaantimeType;
ii.  alocation requirement which indicates that the locd@aaSstwld be in Europe and
iii. a provider requirement indicating that the provider type should be PUBLIC.

The respective visualisation of this efaougiag on the type léwedhown ifigure6 while the whole
CAMEL model of this example is provided in the appendix
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Figure6 - CAMEL fragment focusing on the type level of the PaaS deployment example

2.2 SLAsupport of OWD

The SLA OWWQ extension, named aSL@, has been extensively analysed ifi] B®i8[it has resulted in

a particular publicaf@nTo this end, the goal of this section is to sumnmagiseftiatures of the language

as well as provide useful implementation details enabling the exploitation of this language even outside
context of this project.

2.2.1 Features

The main feature)e#LAcan be summarised in the following list:

1 Relies on OWQ and thus inherits its excellent coverage of all measurability aspects (e.g., metric, unit
and value type).

T QWLEQ and this-QAL aresemantic languagenabling the syntactic, semantic (based on rules) and
constraidtased validation of SLA models.

1 Enal#s the participation of third<igoatory) parties in the SLA and the assignment of respective
duties on them (e.g., monitoring of SLO metrics, evaluation of SLOs).

1 Enables the specification of both Service Levels (SLs) and Service Leveld3bjechiess $8E
can be considered as a logical combination of SLOs.

1 Enables the dynamic transitioning of SLs to cater for the following situations: (Eveb\&ir the low
delivered during maintenance periods; (b) allow a signatory partyrtortransit@intb another
one when a change of requirements (e.g., service customer needs to address now a greater numbe
clients) or another kind of condition occurs (e.g., percentage of violations within a certain period is af
a threshold).

1 Enables th specification of both rewards and penalties to hold when the promised SLO is eithe
surpassed or violated, respectively.
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1 Covers the modelling of the service price model which is connected also to the rewards and penal
specified.

1 Enables the captgriof critical situations which require a special handling over the SLA (e.g.,
renegotiation or cancellidg)h the conditions mapping to these situations as well as the handling
actions can be specified in this case.

1 Supports the specification of him@rSLAs through the modelling of-ghdlekrrelationships
between SLA contracts.

2.2.2 Implementation

This OWA extension has been fully realised agaaetutf the original specification facet. To this end, a
corresponding OWL file has been created mapping-fadgsisrsulhich all the features have been realised
by building on top of the elenievdlved in tispecification and the o@®&fQ facets. SLAs can now be
specified by using any ontology editor, such a% Pootagétate this specification -laveaicntology has

been constructed based on-QWhich includes a basic set of dioagendent nfumctional terms, such

as quality attributes and mefrlesreforesuch terms can actually hesed in thepecification of the
respective SLQshich map to conditions over subinotional terms)

A QSLAOWLQ pidirectional OWMétJava codeparser is underway in order to enable the programmatic
specification of SLAs. This can enable not onlabyilditdyof editor on top of-QWut also on the fly
generation of SLA content via automatic programs. Such a feature could be quite useful in the conte:
negotiation where automated agents need to negotiate the SLA terms and thus be lafeado modify S
demand according to the negotiation strategies of the participants for whom they act on behalf.

2.2.3 SetUp

The whole OWIspecification, including the SLA extension, and the resp€cpags@Vdie available in
the UULM's git repositdiye wholdocumentation of the latter component will also be made available in the
project wiki

The parser component will map to a Java maven project. In this senseclonetivarrgapective git

repository and involve usual maven commands to coelpibes agn the parser. Of course, we foresee
mainly the use of the parser inline in another component. As such, mainly the compilation of that componer
"mvn clean install" command) will be mostly relevant.

2.2.4 Future Work

Currently, QLA enables the transitioning over whole SLs. In the near future, we will examine whether it ma
sense to enable a moredgiaied transitioning at the SLO level. This could be explored by also considering the
CloudSocket use cases tolemalespective validation of the corresponding modification necessity. Once this is
done and the validation is positive, then we will of course implement the required modification.

Q-SLA is able only to specify SLA hierarchies byhgdheettvia parehild relationships. This can be
considered as basic support to SLA composition. In the near future, we pleéBL£o textEndlde to
specify pure SLA compositions in which respective dependenciesfbettieaalrnierms ifeddént SLA

3 http://protege.stanford.edu/

4https://ongitlab.g¢echnik.unilm.de/cloudsocket/owlq_parser

5 https://lwww.cloudsocket.eu/comnaenstandirnvgki/wiki/Main/O\WQ-+Parser
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levels can be expressed. In this walyA @vill certainly become a SLA language which provides the best
possible support to all activities in the SLA/(cloud) service lifecycle.

2.3 SRL update on CAMEL

2.3.1 SRL Update Analysis

The Scalability Rule LageuSRL) in CAMEL has focused only on scaling issues based on the respective
requirements that it had to cover in the PaaSage project. However, by considering the feedback that has
obtained in that project as well as the context of the Cloasbekel itve requirements that it brings about

(e.g., support crdager adaptation, cover additional adaptation actions at different layers), it was decided 1
evolve the scaling package of CAMEL in order to transforrdliedigedsafidiptatioSLDwhich covers the
specification of crésgel and advanced adaptation rules thus further advancingfttiesastatecloud

adaptation modelling.

The SRL update analysis starts with explicating the main drivers for the scaling paekdmeseNagilytion vi

of three main adaptation scenarios and then we proceed with the actual detailed description of this pac
evolution. Please consider that CAMEL and especially the scaling package has been shortht]Janalysed in D:
so there is no pointdpeating the same information in this deliverable.

The following three main adaptation scenarios are now covered by this CAMEL extensions:

0 cloud burstinghis is a requirement from PaaSage which is not captured in SRL as in PaaSage, ¢
different interliate coverage of this scenario is attained via dynamic application reconfiguration (e.g
new hosting of a component in a public cloud VM whesaedhaf ¥dlirse the components are

already described in the deployment model). However, in theGlasd ®ddket project, there is

no explicit deployment reconfiguration phase which involves a certain reasoner component that impl
can detect the need of introducing a new component hosting. On the duasehaEproseh is

followed which weps explicitly specifying the respective adaptation action that has to be performed
As such, in the case of CloudSocket, we need to define an adaptation action which introduces
hosting relationship between the application component and tdEpeotivE\id.

0 mulicomponent scatirbis is again a requirement originating from PaaSage which depends on the
level of deployment granularity (single component per VM or multiple components per VM). In partic
it concerns the fact that withémtacular scaling it is not certain which components §torg athvVexi
should be scaled. Meegpthis is not apparent from the semantics of the component description in
CAMEL. We could take the following directions to realise this: (a) coeguinaicatits)qould
signify the needed semantics such that when two components need to communicate locally, then |
have to be scaled and not just one; (b) we consider each component independent from the other
explicitly state which components fespeative VM have to be scaled. Via (b) we could consider a
case where the local communication semantics might need to be broken to better cover the respec
scaling requirements.

0 crosdayer adaptatiobased on the need in CloudSocket to suppteierassaptation which
involves the orchestrated execution of adaptation actions at different layers, CAMEL should be exter
with the capability to specify a whole adaptation workflow comprising multiple adaptation actions
different layers. By assgrtfiat the event pattern detection is already well covered in the context of
scaling / adaptation rules, then this extension along with the requirement to cover well the descriptic
individual adaptation actions at different layers have to be adcamthisdataling package
evolution.
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By considering the above three main adaptation scenarios to be supported, the respective modificat
performed in the CAMEL scaling packagaradeipitted iRigure7, were the following:
0 Mapping a horizontal scaling action to multiple components to enable scaling multiple components
VM. In this way, we can actually cover three possible caseso@mpsimgnt scaling per VM; (b)
multiple component scaling per VM; (c) combinations where each scaling action even in the conte»
one VM is mapped to a different adaptation actions. In this way, in this latter case, we can scale
components togetireone VM as well as scale separately the third remaining component in a new
instance of this VM. The respective limits of scaling map to the component level so there is no nee
further update thia case that we need to scale one or more comyemneritse scale limit for one
of these components has been reached, then the scaling action cannot be completed.
0 Renaming of some classes was performed to denote the change of scope of this package as well :
certain naming pattern (mapping to tthatibisbmething is a task or an adhier'taskjostfix in
its nameloes not have to be repeated). To this SudldbdityModecamédaptationMogddie
ScalingActiolbecameScaling the HorizontalScalingActioecameHorizontalScalingnd the
VerticalScalingActimtamé/erticalScaling
Removal &ctionTypenumeration as it is redundant. Decided to create specific classes which map to
all possible individual adaptation actions, including new ones like service replacéomeot and migrat
VMs/components. As this enumeration is also needed in the specification of organisational permissi
only a small part of it was moved to the organisation package. This part has been named :
PermissionActionTgné it now includes only two mgnibéREADaNdWRITEACtion types.
0 Right pd of scalability rule should now map to the specification of a workflow of adaptation action
Please find in the sequel the way this has been modelled.

¢

Apart from renaming ScalabilityRule to AdaptatiaieRigleate the extension of its applicability, such a rule

is now associated to éaaptationTaske., any kind of adaptation task / action which is able to represent
either atomic adaptation tasks or whole adaptation workflows. To thig eladsthisldigen split into two

main subclasses:SimpleAdaptationTaskvhich  signifies an atomic adaptation task, and
CompositeAdaptationTasghich signifies a composite adaptation task or workfidaptatienTask

actually a renaming of Akorclass, while it has been made abstract and is now linked to the respective
responsible which should perform the corresponding adaptation task (which should usually be a service o
kind of webased component which can be informed for the need thepadiion and is of course able to
execute ithn order to cover the case of an adaptation taginfailapationTagkassociatdd a recovery

workflow. This mapping is covered by associating an adaptation task to another adagpatisantask that

the recovery workflow to be executed.

TheCompositeAdaptaliaskrepresents an adaptation workflow. This class is associated to the set of sub
tasks to be executed by this adaptation workflow and can be categorised in turn intdaseee, concrete ¢
namely  SequentialAdaptationTask ParallelAdaptationTask ConditionalAdaptationTaskand
SwitchAdaptationT.askeSequentialAdaptation Taisét ParallelAdaptationTaskresent workflows which

execute their stasks in sequence or in parallel,cteghe As such, their name and the respective
association to their-tagkgwith the corresponding referencearadenough to denote their semantics. The
ConditionalAdaptationTaskconditional workflow with the semantics of applyingeespextitiof which

one from two alternative adaptation tasks can be selected: the first task is selected when the event does
while the second task when this event has not actually occurred. As such, this kind of composite adaptatiol
maps to ornéventywhose specification is already condhedadaptation packagefmettel, and needs to

be associated to only twotashs whose order does play a role (remember first task maps to event
occurrence). Finally, $hetchAdaptationTaskps to a widlow which applies a switch kind of statement over

the respective adaptation possibilities. In this respect, we need to evaluate such statement over a dyn
variable which can take multiple values instead of just two as in the case of(im condition
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ConditionalAdaptation}.alskthis sense, the most logical selection of the respective construct for representing
such a dynamic variable isvtbgicFormulaParametbich can represent both metrics and formulas over
such metrics. Apart from this parakied, &witchAdaptationTaslkassociated to a lisivafueToTask

elements which denote the mapping from a value of the metric formula parameter to a respective adaptatio
(only from the list of-®gks of the composite adaptation task).

Figure7 - Snapshot of CAMEL focusing on new and updated classes in the adaptation/scaling package

As already indicated, a SimpleAdaptationTask represents an individual adaptation task. As this class is ab:s
it has beeaccompanied with the specification of respeatimsessabwhich map to concrete individual
adaptation actions that can be performed on the laaS, SaaS & WfaasS levels, thus also covering two new |
In particular, we have developed the followinglass®s: cComponentDeployment, Migration,
ServiceReplacement, TaskModification, WorkflowModification, TaskAddition, TaskOmit, TaskReplacer
WorkflowRecomposition, EventCreation and Reporting.

ComponentDeploynearicerns the deployment of a compoadrivinThis is different from the scaling as

the component and/or the VM might not be part of the original and applicable deployment model of the appli
/ workflow. The latter means that there can be components and VMs that might be destribed but are
connected to each other, i.e., a component is not hosted on any other component and the VM does not ho:
component. In this case, the goal of this class is to tie these two component types together and enable
respective creation of the compostamces and the enforcement of their relationship. The class, thus,
includes mainly two associations: one to the (internal) component to be deployed and one to the VM on whi
component will be hosted. Here the realisation of the componenhtadeplayimeraction is implied to
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